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Abstract. We numerically evaluate certain multiple integrals representing nearest and next-nearest
neighbor correlation functions of the spin-1/2 XXZ Heisenberg infinite chain at finite temperatures.

PACS. 05.30.-d Quantum statistical mechanics – 75.10.Pq Spin chain models

1 Introduction

The determination of correlation functions is an impor-
tant task both from a theoretical and an experimental
point of view. In scattering experiments, correlation
functions are measured and detailed insight into the
microscopic structure of the sample can be obtained.
Scattering experiments may thus well decide the ad-
equateness of a given (simplified) theoretical model,
once its correlation functions are calculated. On the
other hand, taken for granted that a theoretical model
adequately describes a certain sample, the knowledge
of its correlation functions is useful to estimate the
quality of the experimental setup. The principal prob-
lems on the theoretical side are threefold: To deal with
many-body interactions between the particles, to ac-
count for finite temperatures and to carry out the ther-
modynamic limit of a macroscopic sample size. With
regard to these intricate difficulties, techniques which
allow for the exact calculation of correlation functions
of at least some typical interacting quantum systems
in the thermodynamic limit are highly welcome.

Progress into this direction has recently been
achieved by one of the authors in collaboration with
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A. Klümper and A. Seel (GKS) [1–3]. In these works,
the one-dimensional spin-1/2 XXZ Heisenberg chain
with periodic boundary conditions in a magnetic field,
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was considered. Formulae for the correlation func-
tions were derived by combining the quantum-transfer-
matrix (QTM) approach [4–7] to the thermodynamics
of integrable systems with certain results for matrix
elements of the XXZ-chain [8,9] which proved to be
useful before [10,11] at T = 0. In the QTM approach,
the free energy of the system is expressed in terms
of an auxiliary function defined in the complex plane
[7]. This auxiliary function is determined uniquely as a
solution of a non-linear integral equation. GKS found
that essentially the same auxiliary function can be used
to calculate m-point correlation functions for arbitrary
temperatures T , again in the thermodynamic limit. As
a result, all the correlation functions of spatial range m
are given in terms of m-fold integrals over combinations
of the auxiliary function taken at different integration
variables.

In this work, the integral equations are solved nu-
merically for all temperatures at h = 0 and the
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multiple integrals are calculated for m = 2, 3, where
we restrict ourselves to ∆ ≥ 1 for m = 3. In particular,
we focus on 〈Sx

j Sx
j+m−1〉T and on the emptiness forma-

tion probability P (m). In order to estimate the qual-
ity of our data we compare them with other exact re-
sults: first of all the nearest-neighbor correlators can be
obtained independently of the multiple integral rep-
resentation by taking the derivative of the free en-
ergy with respect to ∆. Furthermore, very recently
[12] a high temperature expansion of the emptiness
formation probability P (3) at ∆ = 1 has been per-
formed up to the order (J/T )42, starting from the
multiple integral representation. At T = 0, closed
expressions are available [13–18] as well. There are,
moreover, the XX-limit (∆ → 0) and the Ising limit
(J → 0, ∆ → ∞, J∆ fixed) where the correlation
functions are known over the whole range of temper-
atures [19–21]. All these independent results provide
useful tests for the accuracy of our numerics. The main
error we observe is due to the discretization of the in-
tegrals, an error which, in principle, can be made ar-
bitrarily small by increasing the numerical accuracy.

Besides the expected crossover behaviour from low
to high temperatures, we find a surprising feature in
〈Sx

j Sx
j+m−1〉T for ∆ > 1: the antiferromagnetic corre-

lation is maximal at an intermediate temperature T0,
and not, as naively expected, at T = 0. We explain
this behaviour from a competition between quantum
and thermodynamical fluctuations.

This paper is organized as follows: in the next sec-
tion we give some details about the numerical proce-
dure. Results are presented separately in the third sec-
tion. The article ends with a summary and an outlook.

2 Numerical procedure

Let A1...m be an operator which acts on sites 1, . . . , m
of the spin chain. In order to calculate 〈A1...m〉T , the
operator A1...m is expanded in terms of the elementary
matrices eβ

α,

e1
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such that
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Then it suffices to calculate the expectation value
〈e α1

1 β1
. . . e αm

m βm
〉T which defines the density matrix of

the chain segment consisting of sites 1, . . . , m.

In [3] the following multiple integral representation
for the density matrix was obtained1 :

〈e α1
1 β1

. . . e αm
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〉T =
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×



|α+|∏

j=1

sinhα+
j −1(ω|α+|−j+1 − η) sinhm−α+
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(2)

Here (αn)m
n=1 and (βn)m

n=1 denote sequences of up- and
down-spins, where 1 ≡↑ and 2 ≡↓. The position of
the jth up-spin (down-spin) in the sequence (αn)m

n=1

((βn)m
n=1) is α+

j (β−
j ) and the number of up- (down-)

spins in the corresponding sequences is defined as |α+|
(|β−|). The contour C in (2) is given in [1]; it depends
on the value of ∆ =: cosh η. The parameter η may
be purely real and positive (massive case, ∆ > 1), or
imaginary with η =: iγ, π/2 ≥ γ ≥ 0 (massless case,
0 ≤ ∆ ≤ 1). The auxiliary functions a, ā, G which occur
in the integrand in (2) are solutions of the following
integral equations:

ln a(λ) = − βh − Jβ sinh η

2
κ̂ η

2
(λ + η/2)

−
∫

C

dω

2πi
κ̂η(λ − ω) ln(1 + a(ω)) (3)

G(λ, ξ) =κ̂ η
2
(λ − ξ − η/2) +

∫

C

dω

2πi
κ̂η(λ − ω)

G(ω, ξ)
1 + a(ω)

(4)

κ̂η(λ) =
sinh(2η)

sinh(λ + η) sinh(λ − η)
a :=1/a ,

with β := 1/T . Note that the T - and h-dependence of
the correlation functions enters through the auxiliary
functions, whereas the m-dependence is encoded in the
m-fold integral. Thus the evaluation of (2) requires
two steps: solving equations (3), (4) and then calcu-
lating the multiple integrals. In this work, the follow-
ing correlation functions will be calculated numerically

1 Equation (2) was formulated as a conjecture in [3] and
a proof was only sketched. By now a complete proof is
available for the general case [33].
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Fig. 1. Integration contours a) in the massive b) in the massless case.

at h = 0:
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The function P (m) = 〈e 1
1 1 . . . e 1

m 1〉T is referred to as
the emptiness formation probability.

For the numerical treatment, it is convenient to re-
formulate equations (3, 4) such that the integrations
are done along straight lines parallel to the real or
imaginary axes. This procedure is due to Klümper (cf.
the book [22] and references therein). We review the
main steps here in order to introduce a notation which
will prove to be convenient for our purposes.

The integration contour C is chosen according to
Figures 1(a), 1(b) in the massive (massless) case.

In the massive (massless) regime, Re C± = ±η/2∓ε
(Im C± = ±γ/2∓ ε), where ε is a small positive quan-
tity; the limit ε → 0 is included implicitly. According
to equations (3, 4) the functions ln a, G are given in
the part of the complex plane enclosed by C, once they
have been calculated on C. However, for the calculation
of correlators, (2), these functions are only needed on
C. Since in the massive case, all functions are periodic
with period iπ, integrals along C1,2 in opposite direc-
tions cancel each other. We thus have to calculate the
auxiliary functions along two straight lines C± parallel
to the imaginary (real) axis in the massive (massless)
case.

Let us first focus on the calculation of the auxil-
iary functions in the massless case, the massive case
is treated analogously afterwards. Subsequently, we

comment on the calculation of the multiple integrals
with the help of the auxiliary functions.

2.1 Massless case

We first concentrate on 0 < γ ≤ π/2 and deal with
the isotropic case γ = 0 at the end of this section. It is
convenient to define

b(x) := a(x + iγ/2), b(x) := a(x − iγ/2) (5a)

B := 1 + b, B := 1 + b . (5b)

Note that b = b∗|h→−h. We now perform a “particle-
hole-transformation” in (3) by substituting

ln(1 + a(x + iγ/2)) = lnB(x) on C+

ln(1 + a(x − iγ/2)) = lnB(x) + ln b(x − iγ) on C− .
(6)

Taking account of the simple pole of ln b(x) at x =
−iγ/2, we arrive at

ln b(x) = − βh +
Jβ sinh(iγ)

2
κ̂iγ/2(x)

+
1

2πi

[
κ̂iγ ∗ ln B− κ̂

(+)
iγ ∗ ln B − κ̂iγ ∗ ln b

]
(x)

(7)

with the definitions

κ̂
(+)
iγ (x) := κ̂iγ(x + iγ − iε)

[f ∗ g] (x) :=
∫ ∞

−∞
f(x − y)g(y) dy . (8)

The integrations in (7) are now convolutions along the
real axis, such that one can express ln b in terms of
ln B, ln B by solving an algebraic equation in Fourier
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space and transforming back to direct space. The re-
sult is

ln b(x) = − π

2(π − γ)
βh − Jβ sin γ

2
d(x)

+
[
κ ∗ ln B − κ+ ∗ ln B

]
(x) (9a)

ln b = ln b∗|h→−h (9b)

with

d(x) =
π

γ cosh π
γ x

(10)

κ(x) =
∫ ∞

−∞

sinh
(

π
2 − γ

)
k eikx

2 cosh γ
2 k sinh

(
π
2 − γ

2

)
k

dk

2π

κ+(x) = κ(x + iγ − iε)

Note that the shift by ε in (9a) is necessary to en-
sure integrability. In a similar fashion, equation (4) is
treated. Therefore we introduce the functions

Gb(x) := G(x + iγ/2, ξ), Gb := −G(x − iγ/2, ξ), (11)

where we suppressed the dependence on ξ on the left-
hand sides. It is now convenient to substitute

G

1 + a
=






− Gb

1 + b
−1 on C−

− Gb

1 + b−1
+ Gb on C+

(12)

G

1 + a
=






Gb

1 + b
−1 − Gb on C−

Gb

1 + b−1
on C+ .

(13)

Then

Gb(x)= id(x − ξ)

+
[
κ ∗ Gb

1 + b−1
− κ+ ∗ Gb

1 + b
−1

]
(x) (14a)

Gb = G∗
b|h→−h. (14b)

Using the substitution rules (12), (13), the general
density matrix element (2) is expressed in terms of
Gb/(1 + b−1), Gb/(1 + b

−1
), Gb, Gb. This expression

is rather lengthy: For an m-point-function, one obtains
a sum of 3m-many terms, each one an m-fold integral.
Here we would like to spare the reader the general ex-
pression, but rather make the following comments:

– Equations (9, 14) are solved numerically by it-
eration; the convolutions are done by applying
the Fast-Fourier-Transform algorithm. Errors then
arise from the truncation and the discretization of
the integrals.

– In (2) derivatives of Gb,b with respect to ξ en-
ter. These can be calculated straightforwardly by
taking the n-th derivative of (14) with respect
to ξ which results in linear integral equations for
∂n

ξ Gb,b.
– The formulation in terms of the functions Gb,b is

particularly suited for low temperatures. At T =
h = 0, 1/(1 + b−1) = 1/(1 + b

−1
) = 0 such that

Gb = Gb is given by the inhomogeneity in (14). Fur-
thermore, only one of the 3m-many terms in (14a)
remains (namely the one containing only combina-
tions of Gb, Gb). Then in this term all functions
are known. This is the well-known result of Jimbo
et al. [24] which has first been obtained for ∆ > 1
in [23] (for a proof in the critical case and an ex-
tension to h �= 0 see also [10]).

The functions for the isotropic case γ = 0 are obtained
by rescaling x → γx, Gb,b → γGb,b. Then in (2) alge-
braic functions occur instead of hyperbolic ones, and
the integration kernel κ takes the form

κ(x) =
∫ ∞

−∞

eikx

1 + e|k|
dk

2π
.

2.2 Massive case

Let us go through the changes which have to be done
in the massive case with respect to the massless case.
Analogously to (5a, 5b), we define the functions

b(x) = a(ix + η/2), b(x) = a(ix − η/2)

B : = 1 + b, B := 1 + b .

We use the same symbols b, b etc. as in the mass-
less case. Note that here −π/2 ≤ x ≤ π/2 and the
b-functions are periodic on the real axis with period π.
Accounting for the pole of ln b(x) at x = iη/2 we find
the following equations

ln b(x) = −βh − Jβ sinh η

2
κ̂η/2(x)

+
1
2π

[
κ̂η∗ ln B−κ̂η∗ ln b−κ̂(−)

η ∗ lnB
]
(x) (15)

ln b(x) = ln b∗|h→−h ,

where the kernel and the convolutions are now defined
as

κ̂η(x) =
sinh(2η)

sin(x + iη) sin(x − iη)

[f ∗ g] (x) =
∫ π/2

−π/2

f(x − y)g(y) dy. (16)
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Because of periodicity, equation (15) is manipulated
further in Fourier space after performing a dis-
crete Fourier transformation. Upon transforming back
one obtains

ln b(x) = − βh

2
− Jβ sinh η

2
d(x)

+
[
κ ∗ ln B − κ−∗ ln B

]
(x) (17)

d(x) =
2K

π
dn
(

2Kx

π
, i

η

π

)
(18)

κ(x) :=
∞∑

n=−∞

ei2nx

π
(
1 + e2η|n|)

κ−(x) :=κ(x − iη + iε). (19)

The driving term (18) is written in terms of the Ja-
cobi elliptic function dn(x, τ) [25], with Fourier series
expansion

dn(x, τ) =
π

2K(τ)

∞∑

n=−∞

eiπnx/K(τ)

cosnπτ
, (20)

in the strip |(x)| < (τ K(τ)) of the complex
plane. In (20) the constant K(τ) is defined through
K(τ) := π

2 ϑ2
3(0, τ) and ϑ3 is one of Jacobi’s Theta-

functions [25]. In very close analogy one derives equa-
tions for Gb,b, defined by

Gb(x) := G(ix + η/2, ξ) , Gb(x) := −G(ix − η/2, ξ) ,

where, as in the massless case, the ξ-dependence is not
noted explicitly in Gb,b. The symbolical substitutions
(12), (13) still hold, with C± defined in fig. 1a), so that

Gb(x) = − d(x − ξ)

+
[
κ ∗ Gb

1 + b−1
− κ− ∗ Gb

1 + b
−1

]
(x) (21)

Gb =G∗
b|h→−h. (22)

2.3 Calculating the integrals

Let us consider equation (2), where the substitutions
implied by (12, 13) have been performed. One observes
that due to the product of hyperbolic functions in the
denominator in equation (2), multiple poles may occur.
We explain in the following how to treat these poles
numerically and show that contributions due to these
poles cancel each other if there is more than one pole.
For definiteness we treat the massless case, however,
the arguments are directly transferable to the massive
case.

The product
∏

1≤a<b≤m sinh(ωa − ωb − iγ) with

ωα =
{

xα + iγ/2 on C+

xα − iγ/2 on C− (23)

acquires a zero if there are j, k such that ωj = xj +
iγ/2 − iε, ωk = xk − iγ/2 + iε. This leads to a factor

1
sinh(xj − xk − iε)

= P
[

1
sinh(xj − xk)

]

+ iπδ(xj − xk) . (24)

When taking the principal value numerically, one has
to account for the regular part at xj = xk, defined by
freg(xj , xj) = 0:

P
∫ ∞

−∞

f(xj , xk)
sinh(xj − xk)

dxk =
∫ xj−ε

−∞

+
∫ ∞

xj+ε

f(xj , xk)
sinh(xj − xk)

dxk

− 2ε∂xk
freg(xj , xk)|xk=xj . (25)

The last terms in equations (24), (25) are additional
terms caused by the pole.

Now consider the case of multiple poles. Set ωj =
xj + iγ/2 in the product

∏
1≤a<b≤m sinh(ωa −ωb − iγ)

and all other ωk = xk − iγ/2. Then if j = m − 1,
there is one simple pole. If j < m − 1, the product
sinh(xj − xm−1 − iε) sinh(xj − xm − iε) occurs in the
denominator. It is not difficult to show that the addi-
tional contributions due to these two poles either van-
ish directly or cancel each other. One should be aware
of the fact that the δ-function in (24) yields no contri-
bution if f ≡ freg. This is the case for T = 0, where
all functions are real and the determinant in (2) van-
ishes if any two arguments of the auxiliary functions
are equal.

We now address the question of possible simplifi-
cations of the multiple integral representation (2). Ob-
viously, in the case m = 2 the double integration has
to be equal to one single integration, since the nearest-
neighbor correlators are obtained by taking the deriva-
tive of the free energy per lattice site f with respect
to the anisotropy ∆, and the free energy is given by a
single integral according to [7]. Especially

〈Sz
j Sz

j+1〉T =
1
4

+
∂∆f

J
(26a)

〈Sx
j Sx

j+1〉T =
u

2J
− ∆

2
〈Sz

j Sz
j+1 − 1/4〉T (26b)

〈Sz
j Sz

j+1〉T = 〈Sx
j Sx

j+1〉T =
1
12

+
u

3J
, ∆ = 1,(26c)

where u = ∂β(βf) is the inner energy per lattice site
and f is given by

f = e0 − T

2π

[
d ∗ ln BB

]
(0).



404 The European Physical Journal B

Here d(x) is given by equation (10) (Eq. (18)) in the
massless (massive) case; the convolution for both cases
is defined in equation (8) (Eq. (16)). The ground state
energy is given by

e0 =






−J sinγ

2

∫ ∞

−∞

sinh
(

π
2 − γ

2

)
k

2 cosh γk
2 sinh πk

2

dk massless

−J sinh η

2

∞∑

n=−∞

e−η|n|

cosh ηn
massive.

Equations (26a, 26b) also allow us to extract the lead-
ing order in T at low temperatures. We consider here
the case of vanishing magnetic field, h = 0. From [26],
using dilogarithms, one finds for T → 0 in the massless
case

f = e0 − T 2 γ

3J sin γ
.

Thus for T → 0

〈Sz
j Sz

j+1〉T = 〈Sz
j Sz

j+1〉T=0

+ (T/J)2
(1 − γ cot γ)

3 sin2 γ
(27a)

〈Sx
j Sx

j+1〉T = 〈Sx
j Sx

j+1〉T=0

+ (T/J)2
(
γ − cotγ + γ cot2 γ

)

6 sinγ
(27b)

〈Sz
j Sz

j+1〉T = 〈Sx
j Sx

j+1〉T = 〈Sz
j Sz

j+1〉T=0

+
T 2

9J2
, ∆ = 1. (27c)

The correlator 〈Sz
j Sz

j+1〉T=0 as a function of ∆ is plot-
ted in Figure 3 of reference [27]. This result has been
extended to all temperatures in the range −1 ≤ ∆ ≤ 1
in [28], Figure 2. Note from (27a–27c) that the sign
of the T 2-coefficient is positive, so that the antifer-
romagnetic correlations first decrease with increasing
temperature.

In the massive case, for finite η, the leading
temperature-dependent order may be obtained by a
saddle-point integration, very similar to [29]. Then

f = −e0 − A1/2T 3/2e−B/T

A =
k′

2Jk2K sinh η

B = J
k′ K
π

sinh η

with the moduli k1/2 := ϑ2(0, iη/π)/ϑ3(0, iη/π) and
k′1/2 := ϑ4(0, iη/π)/ϑ3(0, iη/π). It is now not difficult

to show that

〈Sz
j Sz

j+1〉T =〈Sz
j Sz

j+1〉T=0 + CT 1/2e−B/T

〈Sx
j Sx

j+1〉T =〈Sx
j Sx

j+1〉T=0 + DT 1/2e−B/T

C =A1/2 k′K
π

(
coth η

+
∞∑

n=1

1
cosh2 η(n − 1/2)

)
> 0

D =
1
2J

(
A1/2B − J C cosh η

)
< 0.

At first sight, the last inequality is surprising: The anti-
ferromagnetic correlations of 〈Sx

j Sx
j+1〉T increase with

increasing temperature. Since limT→∞〈Sx
j Sx

j+1〉T = 0,
we expect a minimum at finite temperature. This will
be confirmed in the next section. Intuitively, this re-
sult can be understood as follows: At T = 0, the
Ising-like anisotropy leads to a Néel-like ground state,
which enhances the alignment of the spins along the
z-direction. An initial increase of the temperature re-
duces

∣∣〈Sz
j Sz

j+1〉T
∣∣, so that quantum fluctuations of the

spins are favored, and
∣∣〈Sx

j Sx
j+1〉T

∣∣ increases. At high
enough temperatures the spins become uncorrelated,
so that both correlation functions decay to zero.

As far as the low-temperature behavior of correla-
tion functions in the massive regime is concerned, we
would like to note that using the saddle-point integra-
tion technique, one finds that

〈e α1
1 β1

. . . e αm

m βm
〉T =〈e α1

1 β1
. . . e αm

m βm
〉T=0

+ CmT 1/2e−B/T

+ O
(
T 3/2e−B/T , T e−2B/T

)
,

for arbitrary m, with some coefficient Cm.
Up to now, we were not able to derive equa-

tions (26a, 26b) from (2). Still, the latter equations
provide a useful test for the accuracy of our numerical
integration scheme for m = 2, as explained in more
detail in the following section. For m > 2, simplifi-
cations of (2) have not been performed yet for any
finite temperature except at ∆ = 0 and ∆ → ∞,
see below. However, for T = 0, where the integrand
is known explicitly, the multiple integrals have been
simplified considerably in the isotropic regime [14,17,
18]. In the anisotropic regime, the multiple integrals
have been reduced to single integrals for m ≤ 4 [15,
16]. These works allow us to estimate the numerical
accuracy at T = 0. In the other extreme, at T = ∞,
the spins are uncorrelated so that in this limiting case
we also have explicit results which can be checked.
Note, however, that it is rather non-trivial to reproduce
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these high-temperature results from the general for-
mula (2). This was done only very recently by Tsuboi
and Shiroishi in [12], where a high-temperature expan-
sion of P (m) has been performed to high order in 1/T
for the isotropic case. This is one further result which
will serve as a reference point for estimating the accu-
racy of our numerics for m = 3.

The cases ∆ = 0 (free fermions) and ∆ → ∞ such
that J · ∆ =: c finite (Ising limit) allow for substan-
tial simplifications. Details will be explained in a sepa-
rate publication [30], here we only give the results. For
∆ = 0, that is γ = π/2, the convolutions in (9a, 14a)
disappear, so that all functions are known explicitly for
all temperatures. Then

P (m) = det
m

[∫ π

−π

dp

2π

ei(a−b)p

1 + exp (βJ cos p − βh)

]

ab

,

in agreement with [20]. In the other extreme, the Ising
limit, the driving term and integration kernels become
constant (d(x) → 1, κ(x) → 1/(2π)) such that the
auxiliary functions do not depend on x and the inte-
grations are trivial. One finds [21,30,34]

P (m) =
1 + 〈σz〉T

2

[
1 + 〈σz〉T

2
+

1 − 〈σz〉T
2

λ2

λ1

]m−1

(28)

λ1,2 = e−βc/4

(
cosh

βh

2
±
√

sinh2 βh

2
+ eβc

)

〈σz〉T =
sinh βh

2√
sinh2 βh

2 + eβc

.

3 Results

We first present results of the next-neighbor correla-
tion functions, comparing data from the double inte-
gration with those from the single integration. Results
for next-nearest neighbors will be given subsequently.
Correlation functions for longer distances can be eval-
uated in the same way, however, the numerical cost in-
creases exponentially with the number of integrations.
That is why for the time being in this feasibility study
we do not go beyond m = 3.

3.1 Nearest neighbors

Figures 2, 3 show P (2), 〈Sx
j Sx

j+1〉T , as calculated from
the double integral, for P (2) together with the rela-
tive error with respect to the data obtained from the
derivative of the free energy according to (26a, 26b).
The single integration results can be considered as ex-
act; the numerical error is less than 8 digits for all

Fig. 2. a) Emptiness formation probability P (2) for near-
est neighbors; the upper curve corresponds to the XX limit
η = iπ/2. The inset shows the T 2-coefficient at low tem-
peratures in the massless case. Straight lines indicate the
exact values according to equations (27a, 27c). b) Relative
error of P (2). The curve labeled by “η = 5 Ising” shows
the relative difference between the η = 5-values of a) and
the Ising limit equation (28).

Fig. 3. Correlation function 〈Sx
j Sx

j+1〉 for nearest neigh-
bors; the lower curve corresponds to η = i0.8π/2. The inset
shows the T 2-coefficient at low temperatures in the mass-
less case. Straight lines indicate the exact values according
to equation (27b).
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temperatures. We checked that the relative error for
〈Sx

j Sx
j+1〉T vanishes at low temperatures as for P (2);

at high temperatures, the absolute error is about 10−4.
In both cases, the error increases with increasing

temperature, reaching maximal values at T ≈ J near
the isotropic point. Generally, the error is considerably
larger at high than at low temperatures. This is due to
two reasons:

– At finite temperature, the auxiliary functions are
given numerically from the solutions of the integral
equations, whereas at T = 0, they are known ex-
plicitly. The numerical iteration scheme necessarily
induces errors due to the truncation and discretiza-
tion of the integrals.

– The additional contribution from poles in equa-
tion (24) increases with increasing temperature and
causes an additional error in the integrations.

We have verified that the error is reduced by decreasing
the distance between two successive integration points.
We conclude that the errors are mainly due to the
truncation and discretization of the integrals and can
be made arbitrarily small at the expense of increasing
computation time.

Considering the low-temperature behavior of
〈Sx

j Sx
j+1〉T , one finds an initial decrease from T = 0

with a minimum at T0, this is illustrated in Figure 6.
We commented on this phenomenon in the previous
section. From Figure 6 one observes that in the Ising
limit, the maximum of 〈Sx

j Sx
j+1〉T /〈Sx

j Sx
j+1〉T=0 is lo-

cated at T0/(∆J) ≈ 0.168.

3.2 Next-nearest neighbors

We calculated next-nearest neighbor correlation func-
tions for the isotropic and the massive case. In the
massless case, the auxiliary functions in (2) are multi-
plied by a kernel which, depending on the integration
variables, can increase exponentially, so that the aux-
iliary functions have to be determined extremely accu-
rately over the whole integration range. This problem
is still controllable for nearest neighbors, but becomes
severe for m > 2. In the isotropic case, however, one
deals with algebraic functions, which are much better
to handle numerically. At anisotropy parameter ∆ > 1
the integration range is finite, so that those problems
do not occur.

In Figure 4 we show the emptiness formation prob-
ability P (3). In the isotropic case, we compare our data
with the high-temperature expansion of [12] and with
Quantum Monte Carlo (QMC) data which were ob-
tained in [12]. The relative error of our data shown in
Figure 4 is larger than in Figure 2, which is due to
the fact that the data in (4) were calculated by using

Fig. 4. a) Emptiness formation probability P (3) for next-
nearest neighbors. Shown are results from the 3-fold in-
tegral, from QMC [12] and high-temperature expansion
(HTE) combined with Padé approximation [12]. b) Rela-
tive error of the data from the 3-fold integral with respect
to the QMC and the HTE-data.

only half of the number of integration points compared
to the m = 2 case. We checked at single temperature
values that the error is of the same order as in the
m = 2 case when the calculations are done with the
same numerical accuracy. However, the computational
costs would be unreasonably high. At lowest tempera-
tures, a comparison with [14–16] yields relative errors
of the order 2 × 10−4.

As a second example, 〈Sx
j Sx

j+2〉T is depicted in Fig-
ure 5. At lowest temperatures we again compare our
data with the explicit results of [15,16] which yields
a relative error of 7 × 10−3. At highest temperatures,
〈Sx

j Sx
j+2〉T = 0. The absolute error here is of the or-

der 10−3. As in the m = 2-case we observe an increase
of the antiferromagnetic correlation with increasing T ,
reaching a maximum at some finite temperature T0 in
the massive regime. Figure 6 illustrates this behaviour,
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Fig. 5. The correlation function 〈Sx
j Sx

j+2〉T for η = 0, 1.
Note that at low temperatures for ∆ > 1, the correlation
increases, before it starts to decrease to zero.

Fig. 6. The correlation function 〈Sx
j Sx

j+m−1〉T divided by
its zero-temperature value 〈Sx

j Sx
j+m−1〉T=0 for m = 2, 3 in

the massive regime ∆ > 1. The dotted horizontal line gives
the T = 0-value 1. The temperature is normalized with
respect to J∆.

where 〈Sx
j Sx

j−m+1〉T /〈Sx
j Sx

j−m+1〉T=0 is depicted for
m = 2, 3 and ∆ > 1.

4 Summary and outlook

We demonstrated that an accurate numerical evalua-
tion of the formula (2) is possible by considering the
special cases m = 2 with ∆ ≥ 0 and m = 3 with
∆ ≥ 1. The numerical error was estimated precisely
by comparing with alternative approaches. We have
found that this error is only due to the discretization
and, for η = iγ, the truncation of the integrals. For
m = 3 in the massless case we encountered problems
hard to deal with numerically. Also the computational

costs of an extension of the numerics to m > 3 become
very high if one wants to maintain the accuracy. Thus,
the next step should be to address the question of how
far the multiple integrals can be simplified. Here we
would like to mention two approaches.

In [12] an high-temperature expansion (HTE) has
been applied to calculate P (m). The excellent agree-
ment of these data with those obtained by numerically
evaluating the multiple integrals directly (cf. Fig. 4),
even at temperatures below the crossover region high-
lights the applicability of the HTE method. On the
other hand, in the works [14,17,18,31] the multiple in-
tegrals have been reduced to single integrals at T = 0.
The case m = 2 shows that simplifications are possible
also at finite T (compare also [2]), where the integrand
in (2) is given implicitly by integral equations. Further
progress may be expected from extending the recent
results [31,32] for the inhomogeneous generalizations
of the correlation functions of the XXZ chain to finite
T . This issue is the subject of current research.

We are very grateful to M. Shiroishi and Z. Tsuboi for send-
ing us their QMC- and HTE-data. We would also like to
acknowledge very helpful and stimulating discussions with
A. Klümper and A. Seel.
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